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Abstract— The paper analyzes the efficiency of fixed-point 

implementation and the effect of quantization of coefficients and 

signals in the implementation of numerical filters on the STM32 

Nucleo-64P development board. Discretization methods are also 

analyzed. By modelling the effects of quantization, it is possible 

to indicate how the system responds. Proper quantization can 

increase the performance.  We model the quantization error as 

stochastic noise. The results show that the quantization of the 

coefficients and the fixed-point processing minimally change the 

response of the digital filter compared to the analog one, thus 

achieving very good results at high sampling frequencies. Also, 

through this analysis, the most efficient implementation can be 

chosen, taking into account the system and the characteristics of 

the development board. 
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I. INTRODUCTION 
Analog filters are electrical circuits that eliminate 

undesired components or characteristics from a signal. They 
are common [1] in instrumentation, electronics, and 
communication systems, particularly in signal and image 
processing. A filter [2] helps to attenuate undesired 
components such as noise, interference, and distortion. The 
phase properties and relative amplitude of the various 
frequency components are altered by the ideal filter, whose 
gain is fully dependent on the signal’s frequency. This paper 
compares two types of filters: analog and digital ones. 

Processing signals requires methods that are relatively 
independent of the type of signal under consideration. The 
objectives of signal processing are to extract information, 
analyse the data, enhance, synthesise and compress the signal, 
transmit it and, finally, understand the information it contains. 
In an integrated information processing chain, these objectives 
are intertwined and in complex interaction. The Fourier 
transform is at the basis of the study of discrete time systems 
and constitutes the transition from discrete time to discrete 
frequency. The application of techniques has a certain degree 
of abstraction, and in concrete cases requires a body of 
theoretical knowledge. The goal of this paper is to bridge the 
gap between theory and practice through stochastic analysis 
of discretization and quantization of signals and coefficients. 

Analog filters are commonly used in electronics and are 
considered a basic element of signal processing. They are used 
to [3] separate audio signals, combine multiple conversations 
on a single channel, to select a specific frequency etc. Digital 
filters [4] have been studied in the literature since the 1960s, 
and over time they have shown significant improvements. 
With the evolution of the digital filters, solutions appeared for 
the most common problems: memory, processing time, 
computational errors, etc. Digital filters have several 
advantages over analog ones. Once they are programmed, the 

programs in digital filters can be easily modified by rewriting 
their algorithms. This also allows digital filters to adapt [5]: 
filter parameters can be changed over time as the input signal 
changes. Digital filters are also capable of handling very low 
frequencies. 

The challenge related to the implementation of filters is 
obtaining a digital filter that has the same characteristics as a 
classic analog one. This problem was noted in our past work 
[6], where a floating-point implementation at a high sampling 
frequency could not be obtained due to the limitations of the 
development board. Therefore, in this paper we analyze the 
effect of quantization. In order to optimize both the memory 
used and the processing time, the implementation uses 
coefficient quantization [7] and fixed-point computation. 
Quantization can have undesirable effects [5] such as reduced 
accuracy, impossibility to reconstruct the signal, characteristic 
noise, etc. This is why it is important to analyze the 
quantization. We want to achieve a result that is satisfactory 
in terms of performance, but respects a required accuracy. The 
aim is to obtain a digital filter with performance comparable 
to an analog one. In this respect the question of 
implementation and physical capabilities arises, which can be 
fulfilled by the chosen development board. The ideal 
implementation is to use a few resources that will achieve a 
good result. The classic implementation of digital filters 
involves floating point computation. However, this raises the 
standard to which the development board must be set, thus 
increasing the implementation cost. Working in fixed point 
greatly reduces processing time. Our goal is to combine an 
optimal implementation in terms of cost and result. In this 
sense, this article demonstrates how specifically quantization 
of coefficients and fixed-point work influence the 
implementation of numerical filters. An analysis of the 
quantization effect is also presented in [8], but for FIR (Finite 
Impulse Response) filters with a direct representation. Our 
article considers the effects on an IIR (Infinite Impulse 
Response) filter and presents its response in comparison with 
its analog counterpart. The problem of sensitivity and the 
choice of the optimal discretization method depending on the 
chosen system is also discussed. Through the results obtained 
from the calculations performed in the stochastic quantization 
analysis we arrive at an acceptable result whereby the output 
is influenced to the fourth decimal place. A punctual study is 
made depending on the capabilities of the development board. 
The sensitivity with respect to the coefficients is analyzed to 
highlight the stability of the process. Through these 
calculations and analyses we can formulate a certain 
expectation from the physical implementation and predict its 
response. Also, the analysis enables us to choose the 
appropriate fixed-point representation. Thus, we can achieve 
an effective implementation with lower costs. 



 

 

We compare the analog filter with the quantized numerical 
filter. The steps taken are: modelling the analog filters, 
analysis of the discretization of the model. After discretization 
the coefficients are quantized. Finally, the quantization 
analysis of the signals and coefficients will be presented, then 
the algorithm with the quantized coefficients will be 
implemented on STM32 Nucleo-64P development board and 
the results will be compared to the analog filter. It is important 
to mention that the chosen filter and sampling frequency 
cannot be implemented on this board in floating-point 
computation. 

The structure of the paper is as follows: Section II presents 
the analog filter and its modelling, Section III compares the 
discretized models, in Section IV notions of quantization are 
described and the quantized model is obtained. Section V 
presents the stochastic modelling of the quantization effect. 
Section VI presents the implementation results. Section VII 
concludes the paper. 

II. CASE STUDY AND PROBLEM STATEMENT 
In this paper, for the analysis we consider the low-pass 

filter [1] with amplifier in Fig. 1. 

 

Fig. 1.    Low-pass filter  

The mathematical model is obtained from: 𝑢(𝑡) =
𝑢𝑅1(𝑡) + 𝑢𝑅2(𝑡) + 𝑢𝐶1(𝑡),  𝑢𝑅2(𝑡) =  𝑢𝐶2(𝑡) , 𝑖𝑅1(𝑡) =
 𝑖𝑅2(𝑡) + 𝑖𝐶2(𝑡),  𝑖𝑅2(𝑡) =  𝑖𝐶1(𝑡), 𝑦 = 𝑢𝐶1(𝑡). 

We denote: 𝑥1(𝑡) =  𝑢𝐶1(𝑡),  𝑖𝐶1(𝑡) =  𝐶1�̇�1(𝑡),  

𝑥2(𝑡) =  𝑢𝐶2(𝑡),  𝑖𝐶2(𝑡) =  𝐶2�̇�2(𝑡), leading to the following 
differential equations: 

�̇�1(𝑡) =
1

𝑅2𝐶1
 𝑥2(𝑡)  (1) 

�̇�2(𝑡) = −
1

𝑅1𝐶2
 𝑥1(𝑡) −

1

𝐶2
 (

1

𝑅1
+

1

𝑅2
) 𝑥2(𝑡) +

1

𝑅1𝐶2
𝑢(𝑡)  

(2) 

The state-space model is: 

�̇� = 𝐴𝑥 + 𝐵𝑢 

𝑦 = 𝐶𝑥 + 𝐷𝑢 

(3) 

  with 

𝐴 = (
0

1

𝑅2𝐶1
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1

𝑅1𝐶2
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1

𝐶2
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1

𝑅1
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1

𝑅2
)

)    B = (
0
1

𝑅1𝐶2

) 

           C = (1 0)                                      D = 0 

 

(4) 

 

The transfer function of the system is given in (5). 

𝐻(𝑠) =

1

𝑅1𝑅2𝐶1𝐶2

𝑠2+ 
1

𝐶2
 (

1

𝑅1
+

1

𝑅2
)𝑠+

1

𝑅1𝑅2𝐶1𝐶2

  
 

(5) 

For our case study, the values of the parameters are: 𝑅1 =
3.9𝑘𝛺 , 𝑅2 = 6.8𝑘𝛺  , 𝐶1 = 10𝑛𝐹 , 𝐶2 = 22𝑛𝐹 , thus (5) 
becomes: 

𝐻(𝑠) =
1.714 ∙ 108

𝑠2 + 1.834 ∙ 104𝑠 + 1.714 ∙ 108
 

(6) 

In the following, we will present several discretization 

methods and analyze which of them produce results similar 

to the original. We will also study the problem of sensitivity 

of the system eigenvalues. Then we will analyze how the 

discretization and quantization will affect this filter. 

III. DISCRETE-TIME MODELS 

A. General description 

A signal [9] is a physical quantity that depends on one or 

more independent variables such as time, distance, 

temperature or pressure. A discrete-time signal [10], [11] is a 

sequence or a series of signal values defined in discrete points 

of time. Examples of discrete-time signals are logged 

measurements, the input signal, the simulated response of a 

dynamic system, etc. These discrete points of time can be 

denoted by 𝑡𝑘 where k is an integer time index. The distance 

in time is the time-step or sampling period, denoted by h. 

Thus, ℎ = 𝑡𝑘 − 𝑡𝑘−1, and the time series can be written as: 

𝑥(𝑡𝑘) = 𝑥(𝑘ℎ) = 𝑥(𝑘). 

An analog-to-digital converter (ADC) [12] converts an 

analog (continuous, infinitely variable) signal into a digital 

(discrete time, discrete amplitude) signal. ADCs perform this 

conversion through a form of quantization - mapping a 

contiguous set of values to a smaller (enumerable) set of 

values [13], usually by rounding. Therefore, the analog-to-

digital conversion process will always result in some level of 

noise or error. The number of bits used to represent this 

analog voltage value depends on the resolution of an A/D 

converter. Converters generally have a resolution of 8 or 12 

bits, which scale to 255 (28 − 1) or 4095 (212 − 1) values, 

respectively. A digital-to-analogue converter (DAC) is [14] a 

data converter that generates an analog output from a digital 

input. The performance of a DAC [9] is determined by the 

number of samples it can process and the number of bits used 

in the conversion process. Overall, the quality and 

reproduction of a signal is influenced by the resolution of the 

ADC and DAC, and the processing time of the 

microcomputer. This computation time is strongly influenced 

by floating point (float, double) or fixed-point computation. 

There are many methods for discretizing continuous-time 

systems among which: first order hold (foh), Euler, Tustin, 

modified Tustin, zero order hold (zoh), least-squares, etc. 

Discrete-time models are generally used in analysis and 

control of control systems. 

B. Case Study 

In order to make the implementation as stable as possible, 

it is important to analyse several types of discretization 

methods. The frequency response of system (6) using 

different discretization method (foh, zoh, Tustin) can be seen 

in Fig. 2: the closest response to the original one (ORG in the 

figure) is the one obtained by the foh, which will be used for 

implementation. In the case of zoh discretization it is 

observed that at high frequencies it no longer responds 

properly. 

The sampling period is the first factor influencing signal 

reconstruction. This should be chosen taking into account 

Shannon's theorem. The sampling period chosen for 

discretizing our system is: 25 µs (40 kHz). Two discretization 

methods will be exemplified: first order hold and Tustin. The 

discrete-time approximation of (6) using first order hold and 

Tustin, respectively, are described in (7) and (8). 

𝐻𝑓𝑜ℎ(𝑧−1) =
0.0159 + 0.0566 𝑧−1 + 0.01264 𝑧−2

1 −  1.547  𝑧−1 + 0.6322 𝑧−2
 

 

(7) 



 

 

𝐻𝑇(𝑧−1) =
0.02132 + 0.04264 𝑧−1 + 0.0213 𝑧−2

1 −  1.55  𝑧−1 + 0.635 𝑧−2
 

  

(8) 

 

 

 
Fig. 2.    Simulation for different discretization methods 

The matrices of the state-space model obtained using 

foh is given in (9). They will be used in the following sections 

for the analysis of quantization. 

𝐴 = (
0.9542 0.2897

−0.2296 0.5929
)    B = ( 0.812

0.1752
) 

      C = (1    0)                             D = (0.0159) 

 

(9) 

The transfer function (8) can be rewritten as (11). Next, 

the problem of the sensitivity [15] of the eigenvalues of the 

system to the quantization effect, which manifests itself in 

variations of the coefficients of the discrete-time transfer 

function, is analyzed by studying the root locus.  

𝐻(𝑧) =
𝑏2𝑧2 + 𝑏1 𝑧 + 𝑏0

𝑧2 + 𝑎1 𝑧 + 𝑎0

=
𝑁(𝑧)

𝐷(𝑧)
 

(10) 

 
  

𝐻𝑓𝑜ℎ(𝑧) =
0.0159𝑧2 + 0.05662 𝑧 + 0.01264  

𝑧2 −  1.547 𝑧 + 0.6322 
 

(11) 

The two coefficients 𝑎1  and 𝑎0  ensure stability of the 

system, being the coefficients of the denominator, further 

denoted by D(z). The system characterized by (10) is 

reconfigured in the form of a system with negative reaction, 

which on the direct path presents a transfer factor defined by 

the parameter (𝑎1 or 𝑎0) in relation to which the sensitivity 

[16], [17] is studied. The reaction path has the transfer 

function 𝐻𝑟(𝑧) =
𝑅(𝑧)

𝑆(𝑧)
 determined so that the denominator in 

(11) coincides with the denominator of the closed loop. 

Consider in general the transfer function 𝐻(𝑧) =
𝑁(𝑧)

𝐷(𝑧)
, where 

𝐷(𝑧) = 𝑧𝑛 + 𝑎𝑛−1𝑧𝑛−1 + ⋯ + 𝑎𝑖𝑧
𝑖 + ⋯ + 𝑎0 . To analyze 

the effect of the variation of the coefficient 𝑎𝑖 on the stability 

of the 𝐻(𝑧), i.e., the roots of 𝐷(𝑧), we rewrite  𝐷(𝑧) = 𝑧𝑛 +
𝑎𝑛−1𝑧𝑛−1 + ⋯ + 𝑎𝑖+1𝑧𝑖+1 + 𝑎𝑖−1𝑧𝑖−1 + ⋯ 𝑎0 = 0   or 

𝐻𝑟(𝑧) =
𝑧𝑖

𝑧𝑛+𝑎𝑛−1𝑧𝑛−1+⋯+𝑎𝑖+1𝑧𝑖+1+𝑎𝑖−1𝑧𝑖−1+⋯𝑎0
= −1 

corresponding to the feedback system presented in Fig. 3. 

Thus, we analyze the loci of the roots of this system. For the 

specific case of (11), we will analyze how the variation of the 

coefficients in the denominator (𝑎1 or 𝑎0) affects the stability 

of the system. For 𝑎0  we have 𝐻𝑟(𝑧) =
1

𝑧2− 1.547 𝑧
 and for 𝑎1 , 

𝐻𝑟(𝑧) =
−  𝑧

𝑧2+ 0.6322
. 

 

Fig. 3.    Feedback structure 
We will analyze this sensitivity for the function 

discretized by Tustin (equation (7)) and foh (equation (8)). A 

maximal variation of 30% was considered, meaning that 

𝑎1𝜖[−2.0111; −1.0829]  with nominal value -1.5470 and  

𝑎0𝜖[0.4425; 0.8219] with nominal value 0.6320. The values 

of the parameters were varied with a constant step in the 

mentioned intervals. 

Figures 4 and 5 show the effect of the variation of the 

parameters for the function obtained by foh. The circles 

represent the nominal values of the system, and the squares 

are the extremes at which the coefficient was varied.   

 
Fig. 4.    Sensitivity of the root locus for 𝑎0 

 

 
Fig. 5.    Sensitivity of the root locus for 𝑎1 

As can be seen from Table I, the sensitivity of systems 

(7) and (8) with respect to the variation of parameters 𝑎0 

and 𝑎1 is completely different. A higher sensitivity can be 

observed in the case of 𝑎1 .  A change of 𝑎0  with -15% 

makes the system unstable for both foh and tustin 

discretization. In the case of 𝑎1 , the system becomes 

unstable starting with a 15% increase in both cases. When 

both 𝑎1 and 𝑎0 vary at the same time, the stability domain 

is shown in Fig. 6. The white space represents the stability 

zone of the system, and the stars represent points where 

the system is unstable. 

IV. QUANTIZANTION 

A. Quantizing signals and values 

Quantization [5], [18] occurs in many places in DSP 

(Digital Signal Processing). Fixed-point programming 

leads to quantization, as the result of the calculations are 

truncated or rounded depending on the processor. Fixed-

point quantization error analysis is usually based on 



 

 

simplifying assumptions [19]. Another type of 

quantization analysis based on random variable modeling 

is presented in [19] for 8-bits. In our case, the analysis of 

the coefficients takes place for 16-bits as a calculation and 

using classical methods which are detailed in the 

following. "n" bit ADC converters [12] use uniform 

quantization to transform analog signals into digital ones 

by 2𝑛 quanta (noted 𝑞); a quantum [13] is the difference 

between two adjacent steps. The disadvantages of 

quantizing signals are the addition of quantization noise on 

top of the signal obtained and the impossibility of 

reconstructing the original signal.  

TABLE I.  VARIATION OF THE COEFFICIENTS A1 AND A0 FOR THE 

FUNCTIONS DISCRETIZED BY FOH AND TUSTIN 

 𝒂𝟎 , 𝒂𝟏 foh Tustin 

𝑎0 + 30% 𝑎0 = 0.8219 

�̂�01,2 = 0.774 ± 0.473𝑗 
𝑎0 = 0.8255 

�̂�01,2 = 0.775 ± 0.476𝑗 

𝑎0 + 15% 𝑎0 = 0.7270 

�̂�01,2 = 0.774 ± 0.359𝑗 
𝑎0 = 0.73025 

�̂�01,2 = 0.775 ± 0.362𝑗 

𝑎0 + 0% 𝑎0 = 0.6320 

�̂�01,2 = 0.774 ± 0.189𝑗 
𝑎0 = 0.635 

�̂�01,2 = 0.774 ± 0.188𝑗 

𝑎0 - 15% 𝑎0 = 0.5374 

𝑠01 = 1.02 

𝑠01 = 0.527 

𝑎0 = 0.53975 

𝑠01 = 1.02 

𝑠01 = 0.529 

𝑎0 - 30% 𝑎0 = 0.4425 

𝑠01 = 1.17 

𝑠01 = 0.379 

𝑎0 = 0.4445 

𝑠01 = 1.17 

𝑠01 = 0.38 

𝑎1 + 30% 𝑎1 = −2.0111 

𝑠01 = 1.62 

𝑠01 = 0.389 

𝑎1 = −2.015 

𝑠01 = 1.63 

𝑠01 = 0.390 

𝑎1 + 15% 𝑎1 = −1.779 

𝑠01 = 1.29 

𝑠01 = 0.488 

𝑎1 = −1.7825 

𝑠01 = 1.29 

𝑠01 = 0.496 

𝑎1 + 0% 𝑎1 = −1.547 

�̂�01,2 = 0.773 ± 0.183𝑗 
𝑎1 = −1.55 

�̂�01,2 = 0.774 ± 0.186𝑗 

𝑎1 - 15% 𝑎1 = −1.315 

�̂�01,2 = 0.675 ± 0.417𝑗 
𝑎1 = −1.3175 

�̂�01,2 = 0.659 ± 0.448𝑗 

𝑎1 - 30% 𝑎1 = −1.0829 

�̂�01,2 = 0.541 ± 0.582𝑗 
𝑎1 = −1.085 

�̂�01,2 = 0.542 ± 0.584𝑗 
 

 
Fig. 6.    Sensitivity in relation to both coefficients 

An analog signal is quantized by discretizing the 

amplitude of the signal using a series of quantization levels. 

This requires [20] determining the least significant bit (LSB) 

when the analog input voltage is in the lowest subrange of the 

input voltage range. Both sampling and quantization lead to 

loss of information. The quality of the quantizer output [13] 

depends on the number of quantization levels used. The 

capacity of registers is limited, therefore parameters are also 

quantized. Quantizing the filter coefficients [21] also changes 

the values of the poles and zeros, leading to a deviation in the 

frequency response of the system.  

 

 

B. Case study 

We quantize the coefficients over 16 bits out of which 1 

bit is reserved for the sign. The method is based on the 

magnitude truncation presented in [22]. Note that the largest 

value is 1.547 which can be approximated by 21. This leaves 

14 bits and we multiply all the coefficients by 214(1 bit sign,1 

bit integer, 14 bits fractional). The coefficients are rounded to 

the nearest quanta. Through this quantization, the accuracy of 

the coefficients is maintained up to the fourth decimal place 

as can be seen in the Table III. Having the discrete-time 

transfer function previously obtained by foh in (8), the 

floating point and the quantized values are given in the Tables 

II and III.  For testing, the input signal was built as the sum 

of several sine signals of different frequencies. The input 

signal and the response of the quantized filter can be seen in 

Fig. 7. This is the result we expect even after the 

implementation on the development board. The difference 

between the response of the original and the discretized and 

quantized system is of the order 10−4 as can be seen in Fig.8. 
 

TABLE II.  COEFFICIENTS IN FLOATING POINT REPRESENTATION 

𝒌 𝒃𝒌 𝒂𝒌 

0 0.015899494594913 1 

1 0.056624683457761 -1.547075346446494 

2 0.012639602532820 0.632239127031989 

TABLE III.  COEFFICIENTS IN FIXED-POINT REPRESENTATION 

𝒌 𝒃𝒌 𝒃𝒌 𝒓𝒆𝒂𝒍 𝒂𝒌 𝒂𝒌 𝒓𝒆𝒂𝒍 
0 260 0.015869 16384 1 

1 928 0.056640 -25347 -1.547058 

2 207 0.012632 10359 0.632263 
 

The quantized transfer function of the system is: 

𝐻𝑓𝑜ℎ𝑞
(𝑧) =

260 + 928 𝑧−1 + 207 𝑧−2

16384 −  25347  𝑧−1 + 10359 𝑧−2
 

 (12) 

 

V. STOCHASTIC MODELLING OF QUANTIZATION EFFECTS 

A. Modelling of quantization effect 

      For a discrete time system [23], [13] (obtained by 
sampling), we consider the errors due to discretization, 
quantization, fixed-point computation, etc., as noise 
affecting the system, modelled by random variables. The 
noise corresponding to the quantization errors in the input 
is modelled by the random variable 𝜀𝑢(𝑘, 𝑤); output noise 
due to the DAC modelled by 𝜀𝑦(𝑘, 𝑤) and the noise due to 

the computation errors by 𝜀𝑐(𝑘, 𝑤). Under these conditions 
the state space model of the discrete-time system can be 
written as (13) and (14) and is shown in Fig. 9. 

  



 

 

Fig. 7.    Simulation of the response of the quantized filter 

 

Fig. 8.    Difference between floating and fixed-point output 

 

𝑥(𝑘 + 1) = 𝐴𝑥(𝑘) + 𝐵(𝑢(𝑘) + 𝜀𝑢(𝑘))+ 𝜀𝑐(𝑘) (13) 

𝑦(𝑘) = 𝐶𝑥(𝑘) + 𝐷(𝑢(𝑘) + 𝜀𝑢(𝑘)) + 𝜀𝑦(𝑘) (14) 
 

 
Fig. 9.    Stochastic modeling of quantization effects 

 

At each sampling time k, the noise model is considered to 

be of the form: 

𝜀(𝑘,∙) = 𝜔(𝑘,∙) + 𝜇𝜀 (15) 

where 𝜀(𝑘,∙)  represents the realization of the stochastic 

process 𝜔(𝑘,∙) at sample 𝑘. In case of rounding, the random 

variable 𝜔(𝑘,∙) has zero mean 𝜇𝜀 = 0  and variance 
𝑞2

12
, and 

in the case of the quantization by truncation 𝜇𝜀 = −
𝑞

2
. In 

what follows we will use rounding for ADC (input) and 

truncation for output and calculations. 

Under the realistic assumption that the output noise is 

uncorrelated with the state variables, it follows that the 

expected value of the noise at the output is zero and the 

covariance is: 

𝐸{𝑦(𝑘)𝑦𝑇(𝑘)} = 𝐶 ∙ 𝐸{𝑥(𝑘)𝑥𝑇(𝑘)} ∙ 𝐶𝑇 

+ 𝐷 ∙ 𝐸{𝜀𝑢(𝑘,∙)𝜀𝑢
𝑇(𝑘,∙)} ∙ 𝐷𝑇 +  𝐸{𝜀𝑦(𝑘,∙)𝜀𝑦

𝑇(𝑘,∙)} 

=  𝐶𝑃𝑥𝑥(𝑘)𝐶𝑇 + 𝐷𝑅𝑢(0)𝐷𝑇 + 𝑅𝑦(0)  

 

(16) 

where 𝑃𝑥𝑥(𝑘)  represents the state covariance matrix and 

𝑅𝑢(0)  and 𝑅𝑦(0)  are the autocorrelation functions of the 

input and of the output noise. 

The computation of the state covariance matrix 𝑃𝑥𝑥(𝑘) 

can be done recursively: 

𝑃𝑥𝑥(𝑘 + 1) = 𝐸{𝐴𝑥(𝑘)𝑥𝑇(𝑘)𝐴𝑇 + 𝐵𝜔𝑢(𝑘,∙)𝐵𝑇 +
+𝜔𝑐(𝑘,∙)𝜔𝑐

𝑇(𝑘,∙)}    
= 𝐴𝑃𝑥𝑥(𝑘)𝐴𝑇 + 𝐵𝑅𝑢(0)𝐵𝑇 + 𝑅𝑐(0)  

 

(17) 

where 𝑅𝑐(0)  is the covariance of the noise due to 

computational errors. 

For a stable discrete-time system, the state covariance 

matrix will converge to a constant value: 

lim
𝑘→∞

𝑃𝑥𝑥(𝑘) → 𝑃∞ (18) 

B. Case study 

Next, we will calculate the noise on the output for the 

discretized system (9). For the implementation, see Section 

VI, we will use the Nucleo64-P development board from 

STM32 which has in its composition an ADC and a DAC. On 

the input of the system there is a 12-bit ADC with analog 

input in the range 0-3.3 V. The computing system used is 

based on a 16-bit fixed-point digital signal processor. On the 

system output there is a 12-bit DAC with analog output in the 

range 0-3.3V. 

The mean values  𝜇𝑥 and the variance 𝜎𝑥
2 are: 

• For the input noise 𝜀𝑢(𝑘,∙): 
𝜇𝑢 = 0 (19) 

𝜎𝑢
2 =

(
3.3
212)

2

12
= 5.412 ∙ 10−8 

 

(20) 

𝑅𝑢 = 5.412 ∙ 10−8 (21) 

• For noise due to computational errors 𝜀𝑐(𝑘,∙): 

𝜇𝑐1,2
=

1
215

2
= 1.526 ∙ 10−5 

(22) 

𝜎𝑐1,2
2 =

(
1

215)
2

12
= 7.761 ∙ 10−11 

(23) 

𝑅𝑐1,2
= 7.761 ∙ 10−11 (24) 

• For the output noise 𝜀𝑦(𝑘,∙): 

𝜇𝑦 =

3.3
212

2
= 4.023 ∙ 10−4   

(25) 

𝜎𝑦
2 =

(
3.3
212)

2

12
= 5.412 ∙ 10−8 

(26) 

𝑅𝑦 = 5.412 ∙ 10−8 (27) 

The covariance matrix of the state can be computed as:  
𝑃𝑥𝑥(𝑘 + 1)

= (
0.9542 0.2897

−0.2296 0.5929
) 𝑃𝑥𝑥(𝑘) (

0.9542 0.2897
−0.2296 0.5929

)
𝑇

+ (
0.812

0.1752
) 5.412 ∙ 10−8 (

0.812

0.1752
)

𝑇

+ (7.761 ∙ 10−11 0
0 7.761 ∙ 10−11) 

 

(28) 

And converges to: 

lim
𝑘→∞

𝑃𝑥𝑥(𝑘) = ( 6.608 ∙ 10−9 −0.218 ∙ 10−9

−0.218 ∙ 10−9 3.309 ∙ 10−9 ) 

as shown in Fig. 10. 

(29) 

The output variance is: 

𝐸{𝑦(𝑘)𝑦𝑇(𝑡)}

= (1 0) ( 6.608 ∙ 10−9 −0.218 ∙ 10−9

−0.218 ∙ 10−9 3.309 ∙ 10−9 ) 

∙  (1 0)𝑇 + (0.0159) ∙ 5.412 ∙ 10−8 ∙ (0.0159)𝑇

+ 5.412 ∙ 10−8 = 6.0736 ∙ 10−8
 

 

(30) 

 In case of no input, using the calculated mean values 

of input, state and output noise in the relation (13) we 

have: 

𝐸 {
𝑥1(𝑘 + 1)

𝑥2(𝑘 + 1)
} = (

0.9542 0.2897
−0.2296 0.5929

) (
𝑥1(𝑘)

𝑥2(𝑘)
)  +

(
0.812

0.1752
) (0) + (

0.812
0.1752

) (0) + (1.526 ∙ 10−5

1.526 ∙ 10−5)  

 

(31) 

𝐸{𝑦(𝑘)} = (1 0) (
𝑥1(𝑘)

𝑥2(𝑘)
) + (0.0159)𝑢(𝑘)

+ 5.412 ∙ 10−8 

 

(32) 

 At steady state we obtain: 

lim
𝑘→∞

𝐸 {
𝑥1(𝑘)

𝑥2(𝑘)
} → (0.1526 ∙ 10−4

0.1526 ∙ 10−4) 
 

(33) 

lim
𝑘→∞

𝐸{𝑦(𝑘)} → 0.1531 ∙ 10−4 (34) 



 

 

As can be seen, the output is influenced to the fourth 

decimal by the effect of quantization, a value that is 

acceptable in most applications. 

 
Fig. 10.    The elements of the covariance matrix 

VI. EXPERIMENTAL RESULTS 

Finally, the implementation was performed on the 

STM32 Nucleo64-P development board using quantized 

coefficients and fixed-point processing [24]. The sampling 

frequency is 40kHz. The output is calculated as (35) and 

implemented using the direct form I. 

𝑦(𝑛) = − ∑ 𝑎𝑘𝑦(𝑛 − 𝑘) + ∑ 𝑏𝑘𝑥(𝑛 − 𝑘)

𝑀

𝑘=0

𝑁

𝑘=1

 

  

(35) 

For the test we compared the response of an analog filter 

and the digital filter implemented on the development board. 

For the implementation the quantized coefficients obtained in 

the previous sections were used. The results can be seen in 

Fig. 11.  The blue signal represents the input which has a 

variable frequency from 0 to 10kHz, the purple one represents 

the output of the digital filter, and the yellow signal represents 

the output of the analog filter. It can be seen that operating in 

fixed point and quantized coefficients does not affect the 

response of the digital filter for this particular case. Because 

of the required computational costs, the same performance in 

the speed of processing time could not be obtained using the 

floating-point calculation.  
 

 
Fig. 11.    The results obtained on the oscilloscope 

VII. CONCLUSIONS 

 In this paper we analyzed the effect of sampling and 
quantization of a digital filter implementation. For the analysis 
of the sensitivity of the coefficients the root locus was used. 
For a sampled system, stochastic modelling of the 
quantization effects occurring in the ADC, the DAC and the 
calculation errors has been realized. It has been shown that 
quantization does not affect the numerical filter response until 
the fourth decimal place, which, depending on the application, 
may be negligible. Once the terms were quantized and 
working in fixed-point, the processing performance increased. 

As future research work, we will determine the maximum 
calculation frequency and a mathematical relation between 
quantization, accuracy, and computation costs.  
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